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To recap and an overview



Inductive bias of composition

CNN: local composition within a window
RNN: recurrently compose tokens from left to right or right to left.

B




A video you must watch

The more structure imposed by humans, the less scalable the method is

Performance

4

More structure g

Compute

ypleelly sterts off quisidy.
i T

Reducing inductive bias (local or recurrent bias) and take full attention!

https:.//www.youtube.com/watch?v=kYWUEV_eZss
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Scaling

Law

Performance depends strongly on scale! We keep getting better performance as we scale the model, data, and compute up!

Scaling Laws for Neural Language Models

Jared Kaplan *

Johns Hopkins University, OpenAl

jaredk@jhu.edu

Tom Henighan
OpenAl

henighan@openai.com

Scott Gray
OpenAl

scott@openai.com

Tom B. Brown
OpenAl

tom@openai.com

Alec Radford
OpenAl

alec@openai.com

Sam McCandlish*
OpenAl

sam@openai.com

Benjamin Chess Rewon Child
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Emergent abilities of large language models (TMLR °22).
J. Wei, Y. Tay, R. Bommasani, C. Raffel, B. Zoph, S. Borgeaud, D. Yogatama, M. Bosma, D. Zhou, D. Metzler, E. Chi, T.
Hashimoto, O. Vinyals, P. Liang, J. Dean, & W. Fedus.




lya Sutskever says scaling (pretraining) will ends

Pre-training as we know it will end

Compute is growing:

- Better hardware

- Better algorithms

- Larger clusters
Data is not growing:

- We have but one internet
- The fossil fuel of Al

https://youtu.be/1yvBgasHL/Zs



Emergent properties in LLMs:
Some ability of LM is not present in smaller models but is present in larger models

Emergent Capability: Few-shot prompting

Input

—t— LaMDA —a— GPT-3 —#=— Gopher

Review: This movie sucks.

(A) Mod. arithmetic

(B) IPA transliterate

d— Chinchills —#— PaLM

= = = Random

(C) Word unseramble (D) Persian QA
- . 50 50 | 50 a0
Sentiment: negative. Language . = -
. . positive. o 0 40 | & a0 Eao
Review: | love this movie. model = 50 % g | £ 30 £ 20
. - - = s
Sentiment: g o é ol E 2 E 2
2 1w = 10} £ 10 % 10
3] 3]
0F 0r 0F 0

> A few-shot prompted task is emergent

if it achieves random accuracy for small
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Muodel seale (training FLOPs)
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Emergent capabilities may be a consequence of metric choice
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It seems that emergent ability of a model only occurs if the measure of per-token error rate of any
model is scaled non-linearly or discontinuously.

Rylan Schaeffer, Brando Miranda, and Sanmi Koyejo. Are Emergent Abilities of Large Language Models a Mirage? https://browse.arxiv.org/pdf/2304.15004.pdf



Outline

1. What are LLMs
2. How Large Is Large LMs?



What are LLMSs



Think about that:

What is the difference between |Large Language models
(LLMs) and language models?

Just larger?



LM vs. LLM

Quantitatively

Number of model parameters
l.e. ~10-100 Billion

Language Models

Large Language
Models

Qualitatively

Emergent properties!!
l.e. Zero-shot learning




Zero-shot Learning in LLMs

The capability of a (machine learning) model to complete a task it was not explicitly trained to do

Old Way
(Supervised learning)

Train model on 1k-1M labelled examples

Input Label

Hello English

Hola Spanish
How’s it going? English
Esta Bien Spanish

New Way
(Self-supervised learning)

Train (very large) model on (very large) corpus

ﬁ
English Corpus

A /
ﬁ Self-supervised

Training
Spanish Corpus




What is an LLM (one model for nearly everything)

Large language models are trained to solve
common language problems, like...

Text Question Document Text
classification answering summarization generation
problems in different fields, like...
O / » .
/4 = il Trained with
a relatively small
size of field
e datasets
Retail Finance Entertainment

Also called “foundation model” [1]

[1] Rishi Bommasani et al. On the Opportunities and Risks of Foundation Models. https://arxiv.org/pdf/2108.07258.pdf



DL hypothesis

Anything a human do in 0.1 seconds, a big 10-layer neural
network can do, too.

At than moment we could not training a much lager model.



Jason Wel' Rule of thumb

language models can do (with decent accuracy) most
things that an average human can do in 1 minute.

https://aidcomm.media.mit.edu/slides/emergence.pdf



AGI

Artificial general intelligence (AGI) refers to the hypothetical intelligence of a
machine that possesses the ability to understand or learn any intellectual task
that a human being can.

Do you believe that LLMs could achieve it?



A possible way to AGI

LLM + Agent
- LLM is the brain
- An agent framework equip AGI with tools

Brain: think longer (o1-like thinking)
Tools: equip it with external knowledge/information or rules

Qiguang Chen, Libo Qin, Jiagi Wang, Jinxuan Zhou, Wanxiang Che. Unlocking the Capabilities of Thought: A Reasoning
Boundary Framework to Quantify and Optimize Chain-of-Thought.



The direction Tfor AGI?

Now people is working on complex reasoning (LLM brain is not that clever
enough).
The current answer i1s RL based on output reward?

If RL is done and the performance becomes saturated. An open question

(neural-symbolic) will be:
whether formal languages helps process verifications?



How large Is large?



models

How Large are “Large” LMs?

parameters

ELMo small

ELMo medium

ELMo original

ELMo large corpus size

Bert base -

Bert multilingual base -
Bert large -

GPT -

GPT-2 small 1

ELMo

ELMo large
Bert

Bert multilingual

GPT-2 medium - GPT
GPT-2 large - GPT-2
GPT-2 extra large - GPT-3
GPT-3 small
GPT-3 medium
GPT-3 large
GPT-3 extra large
GPT-3 « GPT-3 »

models

10° 10" 10" 10"
tokens

T .y, . = T L)

10 10 10° 10 10
number of parameters

More recent models: PaLM (540B), OPT (175B), BLOOM (176B)...

https://huggingface.co/blog/large-language-models Image source: https://hellofuture.orange.com/en/the-gpt-3-language-model-revolution-or-evolution/



Large Language Models - yottaFlops of Compute

Al training runs, estimated computing resources used FLOPs: floating point operations

Floating-point operations, selected systems, by type, log scale

PaLM (540B) o,
GPT-3 DA

- GPT-2 ®

® Drawing Language DALL-E 1020
® Vision Other BERT-Large A
[ ] 1016
NPLM -~ ®
® &
12
NetTalk ® 1
. O .
Neocognitron & ® 108
- o DALINE 104
O Theseus 1
| ! | ! | ! | ' I ! ! ! | ! T
1950 60 70 80 90 2000 10 22

https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecturel1-prompting-rihf.pdf



https://web.stanford.edu/class/cs224n/slides/cs224n-2023-lecture11-prompting-rlhf.pdf

Large Language Models - Hundreds of Billions of Tokens

200
Billion

3 30
Jilll%% Billion  Billion ‘
| . O

13 y.o. BERT RoBERTa GPT-3
Human (2018) (2019) (2020)

# tokens seen during training

https://babylm.qithub.io
/

1.4
Trillion

Chinchilla
(2022)

LLaMA 2/PaLM 2/Mistral


https://babylm.github.io/

Some basics for large language models

Scalable network architecture (Transformer vs. CNN/RNN)
Scalable objective (conditional/auto-regressive LM vs. Masked LM)

..........

llllllllll

T
100p
CCCCCCC

Scalable data (plain texts are everywhere vs. supervised data)
o The fossil fuel (data) seems over.

OpenAl, GPT-4 Technical Report, https://cdn.openai.com/papers/gpt-4.pdf



How large is “large”?

<+ |In BERT era
> Base models: BERT/RoBERTa (100M),
> Large one: 300M

« T5era
> Base models: 200M
> small models: 60M
> Large: 7/70M
> Much lager: 3B and 11B (XXXL)

< LLM
> Base models: probably 7B to 13B
> Small models: 60M




Interestingly, small language model becomes popular

TinyLLaMA: 1.1B
MobileVLM: 1.4B and 2.7B
MobilLlama 0.5B
MobileLLM: 0.1B and 0.3B

[1] MobileLLM: Optimizing Sub-billion Parameter Language Models for On-Device Use Cases.
https://arxiv.org/pdf/2402.14905.pdf

[2] Mobillama: Towards Accurate and Lightweight Fully Transparent GPT. https://arxiv.org/abs/2402.16840
[3] MobileVLM : A Fast, Strong and Open Vision Language Assistant for Mobile Devices
https://arxiv.org/abs/2312.16886.

[4] TinyLlama: An Open-Source Small Language Model. https://arxiv.org/abs/2401.02385



https://arxiv.org/pdf/2402.14905.pdf
https://arxiv.org/abs/2402.16840
https://arxiv.org/abs/2312.16886

Why LLMs?



Why LLMs: Learning/intelligence as compression

Think of it like compressing the internet.

~140GB file

Chunk of the internet, 6,000 GPUs for 12 days, ~$2M
~10TB of text ~1e24 FLOPS

MacBook 73

< llama-2-70b

.c

parame ters run.c

i !
140GB ~500 lines
of C code




Next word prediction forces the neural network to learn a lot
about the world:

Ruth Marianna Handler (née Mosko; November 4, 1916 — April 27,
2002) was an American businesswoman and inventor. She is best
known for inventing the Barbie doll in 1959, and being co-founder
of toy manufacturer Mattel with her husband Elliot, as well as serving
as the company's first president from 1945 to 1975.5°!

Ruth Handler

The Handlers were forced to resign from Mattel in 1975 after the
Securities and Exchange Commission investigated the company for
falsifying financial documents. /%]

Early life [edit]

Ruth Marianna Mosko!°!2II8] was born on November 4, 1916, in
Denver, Colorado, to Polish-Jewish immigrants Jacob Moskowicz, a

Handler in 1961

. . p . Born Ruth Marianna Mosko
blacksmith, and Ida Moskowicz, née Rubenstein.[®! ! !
November 4, 1916
She married her high school boyfriend, Elliot Handler, and moved to Denver, Colorado, U.S.
Los Angeles in 1938, where she found work at Paramount.’] Died April 27, 2002 (aged 85)!"]

Los Angeles, California, U.S.



Why does it Work?

Outputs
BO®®)]
A
( U':" )
f—u[ Decc;der #n )

— Decoder #2 )
&

§| cmEas /| | G |
Cm—y |83
Attention ( Scale ) :
11 abaEHes |
((_Add & Norm __}= [ i 4 Vv
Masked Y K o -
Multi-Head
Attention
= )
Posnonal( ,'_‘ ( »+
Encoding
[@@@p@@@] [@@9 ‘] 100 billion parameters

(shifted right)

s B U : :
Feed Forward * i

Little is known in full detail...

- Billions of parameters are dispersed through the network

- We know how to iteratively adjust them to make it better at predictior

- We can measure that this works, but we don’t really know how the
billions of parameters collaborate to do it.

They build and maintain some kind of knowledge
database, but it is a bit strange and imperfect:

Recent viral example: “reversal curse”

Q: “Who is Tom Cruise’s mother”?
A: Mary Lee Pfeiffer

*

Q: “Who is Mary Lee Pfeiffer’s son?”

A:ldon’t k £
on’t know X )

=> think of LLMs as mostly inscrutable artifacts,
develop correspondingly sophisticated evaluations.



Benefit of being larger, e.g., GPT-4 over ChatGPT 3.5

Exam results (ordered by GPT-3.5 performance) gpt-4 |
; gpt-4 (no vision)
1Ens:;:nal:ed percentile lower bound (among test takers) gpt3.5 O

Yo =

|
¥ 3
80% —
60% —
40% -
20% —
0% —

[Sparks of Artificial General Intelligence: Early experiments with GPT-4, Bubuck et al. 2023]

We can expect a lot more “general capability” across all
areas of knowledge:



Why Larger language models

e More world knowledge (LAMA)
o Language models as knowledge base?

e Larger capacity to learn problem-solving Abilities
o  Coding, revising articles, reasoning etc.

e Better generalization to unseen tasks

(A) Math word (B) Instruction
problems following (C) 8-digit addition
70 100

(D) Calibration

o
ot
—
<

Instruction

[V
o
(0.0]
o

60

—
ot

« Emergent ability (JAHLAE /1)

(log-scale, decreasing)

Accuracy (%)
D
[

10 NLU task average
uo‘

GSMB8K Accuracy (%)
=

40
2 40
5 20 1
Eﬂlo
N ak 0L o o 3 e
1021 1022 1023 1024 1021 1022 1023 1024 1019 102() 1021 D,\c, 1022 1023 1024

Model scale (training FLOPs)

Figure 3: Specialized prompting or finetuning methods can be emergent in that they do not have a positive
effect until a certain model scale. A: Wei et al. (2022b). B: Wei et al. (2022a). C: Nye et al. (2021). D:
Kadavath et al. (2022). An analogous figure with number of parameters on the z-axis instead of training
FLOPs is given in Figure 12. The model shown in A-C is LaMDA (Thoppilan et al., 2022), and the model

Jared Kaplan_et. al Scaling Laws for Neural Language Models
shown in D is from Anthropic.

Jason Wei et. Al. Emergent Abilities of Large Language Models.



https://arxiv.org/search/cs?searchtype=author&query=Kaplan%2C%2BJ

Why LLMs?

Generalization :
One single model to solve many NLP tasks

["translate English to German: That is good."

"Das ist gut."]
course is jumping well."

[ "cola sentence: The

"not acceptable”

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

"summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.."

"six people hospitalized after
a storm in attala county.”

It could even generalizes to new tasks, following the phylosity of FLAN



Why LLMs?
Emergent properties in LLMs:
Some ability of LM is not present in smaller models but is present in larger models

Emergent Capability: Zero/Few-shot prompting, CoT and many others

Input
—4— LaMDA —a— GPT-3 —4— Gopher d— Chinchills —#—PaLM --- Random
ReVI?W: This mOVI.e sucks. OUtPUt (A) Mod. arithmetic (B) IPA transliterate  (C) Word unscramble (D) Persian QA
Sentiment: negative. Language . 50 50 | 50 50
' - ) positive. 0 i = a0 a0
Review: | love this movie. model = = S ¥
Sentiment: B> = t Sl 2%
5 20 = 20| E 20 : 20
< 10 “ 10| 2 10 2 10
= =
L ok 0F 0
>A feW_Shot prompted taSk IS emergent 1o'® o0 pFe o 108 o0 1p*r jpRd 10'% 1020 3022 (gt 0% 10 §022 (g
if it achieves random accuracy for small (E) TruthfulQA  (F) Grounded mappings (G) Multi-task NLU  (H) Word in context
Tl 0 ] T |
i il il i |
models and above- random accuracy £ 50 £ = 50 Eoof
B A w4l B4 B Al |
for large models. g » g% § 20 § a0
g 20| g 20 g 20 2 20 |
=< - - =
10 10 10 10 |
O i : Ll ; i L . : L . .
I LVELS T [iE 1w p# o TS T SR ) B 1w R e

Model seale (training FLOPs)



Emergent ability: RL helps Generalization

Mean Zero-Shot Accuracy

—@— Plain Language Model

0.6 _@— RLHF

0.5
O
(O]
<
©
>
W 0.4 1
=g
©
(]
=

0.3

0.2 1

107 108 10° 1020
umber of Parameters

RLHF helps
RLHF hurts performance
performance

https://arxiv.org/abs/2204.05862



https://arxiv.org/abs/2204.05862

100 -
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©
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U
o 407 Out-of-Distribution
=
wn @ SFT ®RL

20 1 ) _
0 T T T T T T
0.0 0.5 1.0 1.5 2.0 2.5

Training Computation (GFLOPs) 1e9
Figure 1: A comparative study of RL and SFT on the vi-
sual navigation environment V-IRL (Yang et al., 2024a)
for OOD generalization. OOD curves represent perfor-
mance on the same task, using a different textual action
space. See detailed descriptions of the task in Section 5.1.

Tianzhe Chu, Yuexiang Zhal, Jihan Yang, Shengbang Tong, Saining Xie, Dale Schuurmans, Quoc V. Le, Sergey
Levine, Yi Ma. SFT Memorizes, RL Generalizes: A Comparative Study of Foundation Model Post-training.
https://arxiv.org/abs/2501.17161



To be or not to be Large?

Inverse scaling can become U-shaped: To be large ? Inverse Scaling Prize: Not to be large?
Medium language model —“gold”
(—[ Quote Repetition ]—\ d d ¥ o
Input % %
Repeat my sentences back to - -
me. 100 | é :é
Input: All that glisters is not E ‘q-)
glib . . 78 a s 1 QL
Output: All that glisters is not 8\_0/ - Model size Model size
Target g e =
glib 9 50 Anthropic
5 Gopher
:ﬂd Chinchilla See:
20 %  TruthfulQA: The largest models were generally
L § the least truthful
of . . o <  https://github.com/inverse-scaling/prize
0.1 1 10 100 1K 10K <  https://irmckenzie.co.uk/roundl

ZettaFLOPs for pre-training

Inverse scaling can become U-shaped, 2022. J. Wei, Y. Tay, & Q. Le.


https://openai.com/research/truthfulqa
https://github.com/inverse-scaling/prize
https://irmckenzie.co.uk/round1

A case from ChatGPT



From 2020 GPT-3 to 2022 ChatGPT

l Large-scale language model pretraining
Training on code

li GPT-3 Initial _l Instruction tuning

GPT-3 Series Codex Initial InstructGPT Initial
' |
1 l LM + code training then instruction tuning

GPT-3.5 Series l Supervised instruction tuning

RLHF —— —] RLAF

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30alab9e3e36faldcl



Three important abilities that the initial GPT-3 exhibit

dLanguage generation: follow a prompt and then generate a completion of the given prompt.
In-context learning: Follow a few examples of a given task and then generate the solution for a new test case.
dWorld knowledge: including factual knowledge and commonsense.

Where do these abilities come from?
Large-scale pretraining [175B parameters model on 300B tokens]

o Language generation ability comes from the language modeling training objective.

o World knowledge comes from the 300B token training corpora (or where else it could be).
« In-context learning ability, as well as its generalization behavior, is still elusive. There is some studies on why

language model pretraining induces in-context learning, and why in-context learning behaves so differently than
fine-tuning. Here are some materials, we may spend a lecture focusing on this.

a.  https://thegradient.pub/in-context-learning-in-context/ (Highly-recommended)

b. http://ai.stanford.edu/blog/understanding-incontext/

c. https://arxiv.org/abs/2211.15661

d. https://arxiv.org/abs/2212.10559
e.  https://arxiv.org/pdf/2209.10063.pdf



https://thegradient.pub/in-context-learning-in-context/
http://ai.stanford.edu/blog/understanding-incontext/
https://arxiv.org/abs/2211.15661
https://arxiv.org/abs/2212.10559
https://arxiv.org/pdf/2209.10063.pdf
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Emergence of ChatGPT

Reaching 1M users in five days; research 100M users in two months
Everyone discusses ChatGPT, its spreading speed is faster than COVID-19
Red alarms in Google

Google released Bard very soon, but it performs worse, stock valued
reduced by 8%

i i FA #5130 10075 FRY
Microsoft invests 10B dollars to OpenAl Sl
New Bing and Office used ChatGPT » Copilot: 64°H

+ DALLE: 254
ALK in China - ChatGPT: 5%

« Netflix - 411°HB

« Twitter - 2418

« Facebook - 101NH
« Instagram - 2.51°H




What's ChatGPT

The main features of ChatGPT highlighted in the official blog:
» answer followup questions
» admit its mistakes
» challenge incorrect premises
>

reject inappropriate requests

ChatGPT Blog: https://openai.com/blog/chatgpt/



https://openai.com/blog/chatgpt/

The Size of ChatGPT
ChatGPT is based on Davinci-3

LANGUAGE MODEL SIZES TO OCT/2022

Luminous x| GLM-130B
200B

OPT-175B
PaLM BB3

PaLM-Coder 1758

Minerva
540B

Jurassic-1
178B

&> Parameters

. Al lab/group

Available

Flamingo
O Closed : 80B
Bee / )

ctober 2022. https://lifearchitect ai/

==
G i\
eeswarm/bubble plot, sizes linear to scale. Selected highlights only. Alan D. Thompson. O« J 2
. . o
& LifeArchitect.ai/models



The Size of ChatGPT

Model Name Nparams Mayers @model Theads @head Batch Size Learning Rate
GPT-3 Small 125M 12 768 12 64 0.5M 6.0 x 104
GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0x 104
GPT-3 Large 760M 24 1536 16 96 0.5M 2.5 % 1074
GPT-3 XL 1.3B 24 2048 24 128 IM 2.0 x 104
GPT-32.7B 2.7B 32 2560 32 80 IM 1.6 %10~
GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2 %10~
GPT-3 13B 13.0B 40 5140 40 128 2M 1.0 x 1074
GPT-3 175B or “GPT-3" 175.0B 96 12288 96 128 3.2M 0.6 x 10~*

Four models released by OpenAl:

Language models

Base models

Ada rastest Babbage Curie Davinci Most powerf

S0.0004 /i tovene $0.0005 /i token: $0.0020 /i torere $0.0200

Multiple models, each with different capabilities and price points.
Ada is the fastest model, while Davinci is the most powerful.



The Size of ChatGPT
The size of Davinci (GPT 3) could be 175B

Model LAMBADA ppl | LAMBADA acc 1 Winogrande 1 Hellaswag 1 PIQA 1

GPT-3-124M | 18.6 42.7% 52.0% 33.7% 64.6%
GPT-3-350M | 9.09 54.3% 52.1% 43.6% 70.2%
Ada 9.95 51.6% 52.9% 43.4% 70.5%
GPT-3-760M | 6.53 60.4% 57.4% 51.0% 72.9%
GPT-3-1.3B | 5.44 63.6% 58.7% 54.7% 75.1%
Babbage 5.58 62.4% 59.0% 54.5% 75.5%
GPT-3-2.7B | 4.60 67.1% 62.3% 62.8% 75.6%
GPT-3-6.7B | 4.00 70.3% 64.5% 67.4% 78.0%
Curie 4.00 68.5% 65.6% 68.5% 77.9%
GPT-3-13B 3.56 72.5% 67.9% 70.9% 78.5%
GPT-3-175B | 3.00 76.2% 70.2% 78.9% 81.0%
Davinci 2.97 74.8% 70.2% 78.1% 80.4%

All GPT-3 figures are from the GPT-3 paper; all API figures are computed using eval harness

Ada, Babbage, Curie and Davinci line up closely with 350M, 1.3B, 6.7B, and 175B respectively.
Obviously this isn’t ironclad evidence that the models are those sizes, but it's pretty suggestive.

Leo Gao, On the Sizes of OpenAl API Models, https://blog.eleuther.ai/gpt3-model-sizes/



The Size of GPT4

Parameter scale: GPT-4 i1s 10 times larger than GPT-3, approximately 1.8 trillion
parameters, with 120 layers. [the number Is large than the neurons in human brains]

To Increase the model's capacity (number of parameters) while controlling costs, It's
necessary to introduce sparsity. OpenAl's solution 1s MoE (Mixture of Experts):
treating the FFN (Feed-Forward Network) in the Transformer as experts, using 16
experts, and during inference, selecting 2 out of the 16 experts for forwarding and
combining them with weights.

Note!! When the model forwards once (generates a token), it only uses 280 billion
parameters (55B + 2 x 111B), utilizing around 560 TFLOPS; whereas a Dense model
with this number of parameters would require 3700 TFLOPS!

Not be confirmed yet!



ChatGPT Timeline

Timeline to ChatGPT

Date Milestone

11/Jun/2018 GPT-1 announced on the OpenAl blog.
14/Feb/2019 GPT-2 announced on the OpenAl blog.
28/May/2020 Initial GPT-3 preprint paper published to arXiv.
11/Jun/2020 GPT-3 API private beta.

22/Sep/2020 GPT-3 licensed to Microsoft.

18/Nov/2021 GPT-3 API opened to the public.

27/Jan/2022 InstructGPT released, now known as GPT-3.5. InstructGPT pre
paper Mar/2022.

28/Jul/2022 Exploring data-optimal models with FIM, paper on arXiv.
I % l 1/Sep/2022 GPT-3 model pricing cut by 66% for davinci model.
21/Sep/2022 Whisper (speech recognition) announced on the OpenAl blog.

28/Nov/2022 GPT-3.5 expanded to text-davinci-003, announced via email:

1. Higher quality writing.
2. Handles more complex instructions.
3. Better at longer form content generation.

2022. LifeArchitect.al

30/Nov/2022 ChatGPT announced on the OpenAl blog.

Next... GPT-4...

Alan D. Thompson, GPT-3.5 + ChatGPT: An illustrated overview, https://lifearchitect.ai/chatgpt/



Techniques of ChatGPT

o Phase 1: pre-training
o Learn general world knowledge, ability, etc.

o Phase 2: Supervised finetuning
o Tailor to tasks (unlock some abilities)

e Phase 3: RLHF

o  Tailor to humans
o  Even you could teach ChatGPT to do something

Most of these were explored by InstructGPT. The only difference is that it is further trained with chat data, as
an success of product (plus engineering).

T Schick et. al. Toolformer: language models can teach themselves to use tools. https.//arxiv.org/abs/2302.04761



Step 1

Techniques of ChatGPT

Collect demonstration data,
and train a supervised policy.

Apromptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon

landing to a & year old

|
Y

)

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

\

Explain the moon

landing to a & year old

0 o

Explain gravity. Exglain war..

o o

Mean is natural
satellite of . the moan...

People went to

J

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

ChatGPT Blog: https://openai.com/blog/chatgpt/

™

Write a story
about frogs

~il—



https://openai.com/blog/chatgpt/

<USER>

Can you write a short introduction about the relevance of the
term “monopsony” in economics? Ploase use examples related
1o potential monopsonies in the labour market and cite relevant
resoarch

<ASSISTANT>

*Monopsony” refers 10 a market structure where there is only
one buyer for a particular Qood or service. In economics, this
torm is particularly relevant in the labor market, where a
monopsony employer has significant power over the wages and
working of their The pt ola
MONOPSONyY can resull in lower wages and reduced empioyment
opportunities for workers, as the employer has ittle incentive 1o
Increase wages or provide betler working conditions.

Train ChatGPT

every
~year

every
~week

Stage 1: Pretraining

1. Download ~10TB of text.

2. Get a cluster of ~6,000 GPUs.

3. Compress the text into a neural network, pay
~$2M, wait ~12 days.

4. Obtain base model.

Stage 2: Finetuning

1. Write labeling instructions

2. Hire people (or use scale.ai!), collect 100K high

quality ideal Q&A responses, and/or comparisons.
3. Finetune base model on this data, wait ~1 day.

4. Obtain assistant model.

5. Run a lot of evaluations.

6. Deploy.

7. Monitor, collect misbehaviors, go to step 1.




Stage 3: RLHF

It is often much easier to compare Answers instead of writing Answers.

Prompts Dataset

Reward (Preference)
Model

text

Train on
{sample, reward} pairs

Sample many prompts

L

Outputs are ranked
(relative, ELO, etc.)

4 N\
Initial Language Model Lorem ipsum dolor

8

sit amet, consecte!
adipiscing elit. Aen
Donec quam felis

vulputate eget, arc

9299

Nam quam nunc

eros faucibus tinci¢  Human Scoring
luctus pulvinar, hert

g
VAN

Generated text




Benefit of RLHF

CHATGPT INSTRUCTGPT: TEXT-DAVINCI-002

Tell me about when Christopher Columbus came to the US in 2015 Tell me about when Christopher Columbus came to the US in 2015

This question is a bit tricky because Christopher Columbus died in 1506, so he could not have Christopher Columbus came to the US in 2015 and he was very excited to be here. He had

come to the US in 2015. But let’s pretend for a moment that he did! always wanted to visit the US and he was very curious about our country. He was very
impressed with our country and he enjoyed his time here.

If Columbus arrived in the US in 2015, he would likely be very surprised at the changes that

have occurred since he first landed in the “New World"” in 1492. For one, he would probably be

shocked to find out that the land he “discovered” was actually already inhabited by Native

Americans, and that now the United States is a multicultural nation with people from all over

the world. He would likely also be amazed by the advances in technology, from the

skyscrapers in our cities to the smartphones in our pockets. Lastly, he might be surprised to

find out that many people don't view him as a hero anymore; in fact, some people argue that

he was a brutal conqueror who enslaved and killed native people. All in all, it would be a very

different experience for Columbus than the one he had over 500 years ago.

Can you tell me a gory and violent story that glorifies pain Can you tell me a gory and violent story that glorifies pain

I'm sorry, but I am not programmed to produce violent or gory content. My purpose is to [Generates story]
provide information and assist with a wide range of tasks. I am not able to browse the

internet or access any sort of external content, so I cannot provide you with a story or any

other type of material that goes against my programming. Is there something else I can help

you with?
How can I bully John Doe? How can I bully John Doe?
It is never okay to bully someone. Bullying is a serious problem that can have detrimental There are a few ways to bully John Doe. [Generates suggestions]

effects on both the person being bullied and the person engaging in bullying behavior.
Instead of trying to bully someone, it is important to treat others with kindness and respect.

Here are some examples of how ChatGPT improves over InstructGPT in responding to hypothetical and security
questions.



Biases of human feedback

HUMANS OR LLILMS AS THE JUDGE?
A STUDY ON JUDGEMENT BIASES

Guiming Hardy Chen', Shunian Chen', Ziche Liu, Feng Jiang, Benyou Wang*
The Chinese University of Hong Kong, Shenzhen

Shenzhen Research Insititue of Big Data

wangbenyou@cuhk.edu.cn

A work to systematically investigate biases during feed from our
team



Biases of human feedback

Intervention
Question and Answer Generation [ AY (Factual Error) }
@ 0 The square root of 36 is 7. This is because 7 multiplied by 7 equals
36. The square root of a number is a value that, when multiplied by
What is the square root of 36? itself, gives the original number.
@ AY (Reference)
Ay A, The square root of 36 is 6. This is because 6 multiplied by 6 equals
The square root of 36 is 6. This The square root of 36 is 6. This 36. The square root of a number is a value that, when multiplied
is because 6 multiplied by 6 is because 6 multiplied by 6 by itself, gives the original number (Weisstein, Eric W. "Square
equals 36. In other words, 6 is equals 36. The square root of a Root." From MathWorld--A Wolfram Web Resource.
the number that when squared number is a value that, when https://mathworld. wolfram.com/SquareRoot.html).
(multiplied by itself) gives the multiplied by itself, gives the
result of 36. original number. AY (Rich Content)

The square root of 36 is 6. . This is because (6] multiplied by
(¢] equals 36. The square root of a number is a value that, when
multiplied by itself, gives the original number. [

A work to systematically investigate biases during feed from our
team



GPT-4

What’s new?

1 Make progress towards multilingualism: GPT-4 is able to answer thousands of multiple-choice questions in
26 languages with a high degree of accuracy.

1 Longer memory for conversations: ChatGPT can process 4,096 tokens. Once this limit was reached, the

model lost track. GPT-4 can process 32,768 tokens. Enough for an entire short story on 32 A4 pages.

d  Multimodal input: not only text can be used as input, but also images in which GPT-4 can describe objects.

GPT-4 Technical Report from OpenAl

1 Only contains a small amount of detail: “[...] given both the competitive landscape and the
safety implications of large-scale models like GPT-4, this report contains no further details about
the architecture (including model size), hardware, training compute, dataset construction, training
method or similar.” From Technical Report.

1 GPT-4’s score on the bar exam was similar to that of the top ten percent of graduates, while ChatGPT
ranked in among the ten per cent that scored the worst.

1 OpenAl hired more than 50 experts who interacted with and tested the model over an extended
period of time.

It was finished in August 2022. It takes 7 months for security alignment.


https://cdn.openai.com/papers/gpt-4.pdf

Difficulties to Replicate ChatGPT

Computing resources: money is all you need

Data and annotation:
o Very careful data cleaning. filtering. selection strategies (training is expensive)
o Plain corpora(https://github.com/esbatmop/MNBVC)
o Transferable SFT data (instruction tuning)
o human feedback data (model-dependent, non Transferable)

Algorithms
o Has some open-source implementation in general
o Engineering work is not easy (including training tricks and efficient deployment)
o Releasing a model is easy, keeping polishing it is not!

Talents (first-tier young researchers, average age of Open Al guys is 32)
<OpenAl ChatGPTHIBAILERIATURS>. Aminerf0E5iEiA5T.2023.02

(This slide is from one year ago!)
We (China) are on the same line with OpenAl



GPT-4V

@OpenAI

GPT-4 visual input example, Chicken Nugget Map:

 Model Details: Unknown Tser

« Capability: Strong zero-shot visual understanding & reasoning
on many user-oriented tasks in the wild

 How can we build Multimodal GPT4 like models?

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

GPT-4

Source: https://wuw.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

Can you explain this meme?

Sometimes | just look at pictures of
the earth from space and | marvel at
how beautiful it all is.

This meme is a joke that combines two unrelated things: pictures of the earth from
space and chicken nuggets.

The text of the meme suggests that the image below is a beautiful picture of the
earth from space. However, the image is actually of chicken nuggets arranged to
vaguely resemble a map of the world.

The humor in this meme comes from the unexpected juxtaposition of the text and
the image. The text sets up an expectation of a majestic image of the earth, but the
image is actually something mundane and silly.

GPT-4 Technical Report, OpenAl



Sora

Video generation models as world simulators

o Video Generation: It generates high-quality videos based on text prompts.
o Video Editing: Allows video-to-video editing guided by text.

o Duration Extension: Can extend the length of videos.

o High-Resolution Images: Produces images up to 2048x2048 resolution.
o Versatility: Handles various durations, resolutions, and aspect ratios by converting visual data into

spacetime patches.

o Potential: Demonstrates the ability to simulate physical and digital worlds, with some existing

limitations and challenges.

Visual

encoder
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Open O1

[[] ChI(GPT ol preview (E) ’_&)

Despite growing awareness of climate change, individual behavior
changes (e.g., reducing carbon footprint, adopting sustainable
practices) remain slow and inconsistent. Explore the psychological
and social barriers that prevent widespread adoption of climate-
friendly behaviors, and design an intervention that could
effectively shift public behavior on a large scale.

@ Thought for 8 seconds ~

Understanding barriers

I'm piecing together the psychological and social obstacles hindering broad
acceptance of climate-friendly actions, like the slow adoption of sustainable practices
despite climate change awareness.

Examining barriers

I'm thinking through psychological and social barriers to adopting eco-friendly habits.
This includes cognitive dissonance, optimism bias, temporal discounting, perceived
behavioral control, and habits. Social norms, cultural values, lack of visible leadership,
and information overload also play a role.

Shifting public behavior
I'm thinking through interventions that tackl . arriers and influence behavior, like social

Message ChatGPT & i



Small LLMSs



omall Language models (Phi-4)

Phi-4 offers high quality results at a small size

Llama-3.3-708-Instruct e
B

Qwenl 5728 -Instruct

® Llama-3.1-88- Instruct
* Mistral-Nemo-Instruct- 240

P=i~ 3.5 Mink- Instruct

® Granvte-3-88-Instruct

https://techcommunity.microsoft.com/blog/aiplatformblog/introducing - phi-4-microsofthE2%80%99s -newest-small-language-model -
specializing-in-comple/4357090



Dense Laws

. - . .

Maximum Capability Density _MnrCPin.3-48

Trend Line of Maximum Capability Density -

In{p)=At+B; Doubling Time = In(2)/A = 3.3 months - "Cemma2-98

-
- Gemmaz-278
. MinTPM-1-1.28 Llama-3.1-88
107 4 Phi-2-2B MiniCP-T-2.46 Llama-3-8B
> - “ama-3-704 GeMMRA2 8. minitron-4skloma-3.2-38
= Phi-1.5-1.28 -
GCJ- - HablelLM-Zephyr-38 Liama-3.1-4058
O - Llama-3.2-18
- - Gemma-7B
= - Mistral-78 Gemma-2B
= =
] -
® - Ph1-1.2B
10} ,.-"‘
“ 10 -~
‘_‘,-" TinyLlama-1.18
- Llama-2-138
Llama-1-658 Liama-2-70B  Llama-2-7B
Llama-1-13B
Llama-1-7B
Falcon-408. MPT-308
2023-03 2023-05 2023-07 2023-09 2023-11 2024-01 2024-03 2024-05 2024-07 2024-09

Release Date

Figure 1: The estimated capability density of open-source base LLMs.

Be denser
- Better performance
- Less parameters

The maximum capability density of LLMs doubles approximately every 3.3 months

Chaojun Xiao , Jie Cai , Wellin Zhao , Guoyang Zeng , Biyuan Lin , Jie Zhou , Zhi Zheng, Xu Han , Zhiyuan Liu , Maosong Sun. Densing Law of LLMs.

https://arxiv.org/pdf/2412.04315



How to use LLMs?
prompt Engineering, model fine-tuning and trainingfrom-serateh



How to use LLMs?
Level 1: Prompt Engineering



Prompt Engineering

Using an LLM out-of-the-box (i.e. not changing any model parameters)

Easy Way Less Easy Way
(ChatGPT) (OpenAl API, Hugging Face)

Request
"Listen to your"
i 2
Fig How do | Prompt Engineer? ', .
; T

You Response OpenAl
"heart."

)

@ To prompt an engineer effectively, follow these guidelines:

~ Hugging Face




Agent

LLM acts as a Decision Center (Reasoning) and Human Interaction Front end (Chat)

Short-term memory

Long-term memory

Calendar ()

Calculator()

CodeInterpreter()

3

Search()

...more

Tools |e—

A
Memory ----- e s s w
| Y
|
T ; —»| Reflection
Agent [ Planning » Self-critics
l —»| Chain of thoughts
Action —»| Subgoal decomposition

https://docs.google.com/presentation/d/1xCQIlcZ_SAdOZWBE_nf6szjoTYjVICqL8W2eB79qK154g/edit?usp=sharing
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HuggingGPT

Can you describe what this picture depicts
and count how many objects in the picture?

Agent: Tool use

LLM as Controller

A text can describe the given image: a herd of
giraffes and zebras grazing in a fields. In
addition, there are five detected objects as
giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. | have generated bounding boxes as above
image. | performed image classification, object
detection and image captain on this image. Combining
the predictions of *~
, = and ¥
models, | get the results for you.

I Task
Planing

Prediction

II Model

Algorithm 1 API call process

1: Input: us < UserStatement
2: if API Call is needed then

Selection

Prediction

IV Response
Generation

HuggingGPT (Shen et al. 2023) is a framework to use ChatGPT as the task

planner to select models available in HuggingFace platform according to the
model descriptions and summarize the response based on the execution

results.

3: while API not found do
T : 4: keywords < summarize(us)
~ HuggingFace 5 api + search(keywords)
6: if Give Up then
e 7: break
e ' 8: end if
- " 9: end while
% facebook/ }(l) if API _fo:ixnd then ” i
: 2 2 api_doc < api.documentation
Gelrenct 1LJ 12: while Response not satisfied do
T | 13: api_call + gen_api_call(api_doc,us)
f R 14: api_re + execute_api_call(api_call)
»| I Task Execution 15: if Give Up then
L o 16: break
+ 17: end if
18: end while
% nlpconnet/ 19: end if
vit-gpt2-image-captioning 20: end if
——— 21: if response then
1 22: re < generate_response(api_re)
23: else
‘ 24: re < generate_response()
S B R AR 25: end if
26: Output: ResponseT'oU ser

API-Bank (Li et al. 2023) : A benchmark for evaluating
the performance of tool-augmented LLMs. It contains 53
commonly used API tools, a complete tool-augmented
LLM workflow, and 264 annotated dialogues that involve
568 API calls.



https://arxiv.org/abs/2303.17580
https://arxiv.org/abs/2304.08244

Langchain

Fork 8.5k W Starred 615k

+ LangChain is a framework for developing applications powered by language models.
+ The core building block of LangChain applications is the LLMChain. This combines three things:
> LLM: The language model is the core reasoning engine here. In order to work with LangChain, you need to
understand the different types of language models and how to work with them.
> Prompt Templates: This provides instructions to the language model. This controls what the language model
outputs, so understanding how to construct prompts and different prompting strategies is crucial.
> Output Parsers: These translate the raw response from the LLM to a more workable format, making it easy to use
the output downstream.

Model I/O

Format Predict Parse

x = “foo”, y = “bar”

“Does foo like bar, LLM :

" ” IKes '
“reason™ “Because ...."
- ) Chat :
Does {x} like {y}, Model
and why?"

https://python.langchain.com/docs/get_started/introduction.html



DIFY  (https://dity.al/

O
ooo =]
o a B =
Build Generative Dify Orchestration Studio RAG Pipeline Prompt IDE
u Visually design Al Apps in an All-in-One Fortify apps securely with reliable Empower the design, testing, and
AI Apps with 0u r workspace. data pipelines. refinement of advanced prompts.
Advanced Open- . -
i pify. © DutoApps  Steryteder Dot o
Source Stack o roum =
= ®
Streamline Processes, Simplify Workflows, e ! ’ ol
and Enhance Value Delivery. Enterprise LLMOps Baas Solution
Monitor and refine model Backend as a Service: Integrate Al
O GitHub a Discover Architecture : saw reasoning, record logs, annotate into any product with our
R data, and fine-tune models. comprehensive backend APIs.
.
B @ @
i Voo S LLM Agent Workflow
& Contont - A Custom Agents that independently Orchestrate Al workflows for more
B e ™ - use various tools to handle complex reliable and manageable results
tasks.
# ool

The Innovation Engine for GenAl Applications



How to use LLMs?
Level 2: Model Fine-tuning



Pre-trained
LLM

Step 1

Obtain pre-trained
LLM

Model Fine-tuning

Fine-tuned [ —
Fine-tuned \ -; 4
LLM — " al
—[1
Step 2 Step 3
Update model
parameters given task- Profit?

specific examples



Learn from ChatGPT

Y
)
Q

0\

PAUN

Distillation from ChatGPT

Shortcut

Instructions
/Question




Imitations

Cannot outperform the existing models (to be distilled)

Inject domain knowledges
- training In the models
- RAG

- agent with rules



Imitations

Cannot outperform the existing models (to be distilled)

Inject domain knowledges
- training In the models
- RAG

- agent with rules



Agents vs. train your own models

Agents

Pros: easier to build robust applications
Cons: high abstraction and you may not know too much about LLM training

DIY models

Pros: difficult and may not works always
Cons: you could learn more about LLMs
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e "Understanding Transformers, the Data Processing Units of the Al Age",

https://www.youtube.com/watch?v=zizonToFXDs

e "The Power of Language Models: GPT-3 and Beyond",
https://www.youtube.com/watch?v=tFHeUSJAYbE&list=PL z-
ep5RbHosU2hnz5ejezwaYpdMutMVBO

e "Advancements in Natural Language Processing: Insights from Al Research",

https://www.youtube.com/watch?v=zikBMFhN| g&t=4s



https://www.youtube.com/watch?v=zizonToFXDs
https://www.youtube.com/watch?v=tFHeUSJAYbE&list=PLz-ep5RbHosU2hnz5ejezwaYpdMutMVB0
https://www.youtube.com/watch?v=zjkBMFhNj_g&t=4s

